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The present paper reviews data analysis applying partial order methodology. Hence, in addition
to a short introduction to the basics of partial ordering a series of central tools of partial order
methodology is presented and discussed based on exemplary studies applying a dataset comprising
12 obsolete pesticides characterized by their environmental persistence, bioaccumulation and
toxicity.

Partial orders are often visualized by the so-called Hasse diagrams where the characteristics
of partial ordering immediately become evident through the structure of the diagrams by levels,
chains and antichains. Especially the presence of incomparabilities due to conflicting indicator
values calls for attention.

The paper presents tools to a) estimate the relative importance of the single indicators applied,
b) disclose the presence of so-called ‘peculiar’ objects that have one or more unexpected high or
low indicator values, c) calculate the average order of the single element as partial ordering a priori
does not lead to an absolute ordering that often is wanted, d) apply various weighting regimes in
order to qualify the ordering, and e) disclose and visualize the actual nature of the incomparabilities
that are in inherent part of partial ordering.
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Byn makanaga iwiHapa peTTiK Kyiheney aficiH naiganaHa oTbipbin AepekTepai Tangay
Tacini cunatTanfaH. lwiHapa Kyileney HerisgepiHiH, KipicneciHe Koca eckipreH 12 nectuumartep
Typanbl AepeKTep XWHafbl HerisiHae, AFHU ONapAblH, KOpLafaH opTajafbl TYPAKTbIIblFbl MeH
BUOXKMHAKTaFbIWTbIFbI, Y/bUIbIFbI  Typasibl MAiMeTTep HerisiH4e Oocbl dAiCHaMaHblH, Herisri
Kypanaapbl CMNATTazbIn TajKblAAHAbI.

lwiHapa kKyMenep KebiHece Xacce Auarpammanapbl TypiHAe KepceTineai. byn
AvarpammanapiblH, AeHreinepre, TisbekTepre aHe aHTUTI3bekTepre 6eniHreH KypblibiMbl
ecebiHeH iWwiHapa Xyheneyain cunatramanapbl aHblK KepiHeai. ATan alTKkaHAa MHAMKATOPAAPAbIH,
KaMLWbINBIKTbI MAHAEPIHEH KeWiH WallbipaHAblAbIKTapAblH 601ybl epeKile MaHbI3Aapl.

Makanaga a) apbip KongaHbLIFaH WHAMKATOPAbIH, CaNbICTbiPManbl MaHbI3AbIAbIKTaPbIH
6aranay, 6) 6ip Hemece GipHelle KyTNEreH }Kofapbl HEMECE TOMEH UHAMKATOP MaHIHE Ue KepeKLe»
HbICAaHAAPAbI aHbIKTay, B) iWiHapa KyWeney apAaiiblM KaxKeTTi abCcontoTTi Kyileneyre anbin
KeNMeWTiH bonfaHabIKTaH, apbip 3NeMeHTTiH, opTala XKyWeciH ecenTtey, r) Kylheneyai cananbik,
6afanay YLWiH SpTYpAi KYKTEME PEXMMAEPIH KONAAHY, KaHe A) iWwiHapa XKylheneyain, axbipamac
6eniri 601bIN TabbINATHIH LWALILIPAHAbLINBIKTbIH, WbIHAMbI TabblFaTbiH aHbIKTAY KIHE Ke3re KepceTy
Kypangapbl cunatranfaH.

TyWiHce3pep: aepeKkTepaiTanaay;iwiHapakyeney; Xacce AMarpammachl; UHAMKATOPAPAbIH,
MaHbI3blIbIFbI; EPEKLLe HbiCaHAaP; OPTaLLa XKYWe; XKYKTeMeiep pesKUMI; LWallblpaHAbINbIK,.
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B [paHHOM cTaTbe OMMCaH aHanW3 [JaHHbIX C MCMNONb30BaHWEM MeTOAa YacTUYHOro
NopALKOBOro PaHXMPOBaHWA. B ONONHEHNE K BBEAEHMIO B OCHOBbI YAaCTUYHOIO PaHXKMPOBaHUA,
npeacTaBNeHbl U 06CYKAEHbI OCHOBHbIE MHCTPYMEHTbI IAHHOM METOA,0/10TMU Ha NpUMepe Habopa
[JaHHbIX 0 12 ycTapeBWMWX NeCTULMUAO0B, BKAOYAOLWENO UX YCTOMYMBOCTb U BUOAKKYMYyNALMIO B
OKpPY*KatoLLel cpefie, a TaKKe TOKCUYHOCTb.

YacTuuHble paHrM 4acTo NPeACTaBAAOT B BMAE TaK HasblBaeMblX Auarpamm Xacce, Ha
KOTOPbIX YETKO BUAHbI XapaKTEPUCTUKM HYAaCTUYHOTO PaHXMPOBAHMA 3@ CYET CTPYKTYPbI AMarpamm
N0 YPOBHAM, LIeNOYKaM U aHTULLENOYKaM. B 0cOBEHHOCTH BaXKHO NPUCYTCTBME HECONOCTAaBUMOCTEN
BC/IeACTBME KOHDNMKTYIOLLMX 3HAYEHUI MHAUKATOPOB.

B craTbe onucaHbl cpeacTBa ANA a) OLEHKU OTHOCUTE/IbHbIX BaXKHOCTEW KaKAoro
MCNOb30BaHHOIO UHAMKATOPA, 6) BbIABNAEHWA TaK Ha3blBaeMblX «O0COBEeHHbIX» 06BEKTOB, KOTOpbIe
MMeIOT OZHO M/IN Boslee HEOXMAAHHO BbICOKOE W/IM HWU3KOe 3HayeHWe MHAMKATOPOB, B) pacyeTa
cpefiHero nopagka KaxAoro sfemeHTa, Tak Kak 4YacTMYHOE PaHXMPOBaHWe He BeAeT K 4acTo
Kenaemomy abCcoNtOTHOMY PaHXMPOBAHUIO, T) NPUMEHEHUA PA3/IUYHBIX PEXMMOB Harpysku ana
KauecTBEHHOW OLLEHKU PaHKMPOBaAHWA, W ) BbIABNEHWUA W BU3yanusaumMu WCTUHHOW NpUpoabl
HeconocTaBMMOCTEW, KOTOpble ABNAIOTCA HEOTbEM/IEMOM HaCTbio YaCTUYHOTO PaHKMPOBaHUA.

KnioueBble cnoBa: aHaIM3 faHHbIX; YaCTUYHOE PaH}KMPOBaHWeE; Anarpamma Xacce; BaXKHOCTb
MHAMKATOPOB; 0COBEHHbIE 0BbEKTbI; CPeAHMI NOPAAOK; PEKUMbI HAarpy30K; HECOMOCTaBUMOCTMH.
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1. Introduction

Data analysis is an omnipresent challenge is a wide
variety of areas in science, social studies etc. as well as in
daily life. The desire to disclose what is better and what is
worse are dilemmas we constantly are facing. Just imagine
buying a new car. How many different aspects should be
included in the decision? And they are definitely all chang-
ing in the same direction. The performance increases
(good) but at the same time the fuel consumption may
increase (bad), price increases (bad) and the comfort in-
creases (good). And just to complicate the picture, a se-
ries of subjective indicators may play a role as well such as
color tradition. How can we possibly process the informa-
tion?

Typically, as just demonstrated, the choice cannot be
based on a single indicator expressing what the obvious
and thus best decision is. Thus, in order to rank the
different possible options requires that several indicators
are taken into account simultaneously. Hence, we are
dealing with a so-called multi-indicator system (MIS) [7].

One often seen way to handle a MIS is a mathematical
mapping of the single indicator values to get a one-
dimensional scalar, eventually to be used as the ranking
indicator [1]. However, such a mapping process, e.g., by
aggregating the single indicators through a weighted sum,
not only hides all background information but may also
cause unwanted compensation effects [32].

It is recognized and acknowledged that there are
many well-known methods to obtain a linear (or with
respect to technical aspects also a weak, i.e., including
ties) order from a multivariate data matrix. Methods like
PROMETHEE [3], or the ELECTRE family [35, 36, 22, 26,
2] serve as good examples. It should be stressed that all
these methods require additional parameters beyond the
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data matrix in order to do the job and has in some cases
even be criticized from a theoretical point of view [32].

The concepts of partial order methodology consti-
tutes an attractive alternative to these methods and the
present paper will review a series of tools that allow,
based on such a set of indicators to obtain information
concerning mutually to rank the single option/object un-
der investigation and in addition to obtain some ideas to
what extent a given option/object is better than another.

Partial ordering is, from a mathematical point of view,
simple, applying only the relation “<” and appears as an
advantageous way to look at MIS [8].

2. Methodology

As mentioned below (sect. 2.7) the software applied
for studying partially ordered data sets (PyHasse), often
denoted posets, today includes more than 100 specialized
modules. The objective with the present review is obvi-
ously not to deliver a complete presentation of all aspects
of the partial order methodology. Hence, in the following
the basics of partial ordering are described together with
a small selection of appropriate modules.

2.1 Basics of partial order methodology

The basis for partial ordering is the relation among
the objects to be ordered. The only mathematical term in
this context is “<” [5, 15, 6]. Thus, the “<”-relation is the
basis for a comparison of objects and constitutes a graph,
the so-called Hasse diagram (see below). Two objects are
connected with each other if and only if the relation x <
y holds. However, since each object is characterized by a
series of indicators r, the obvious questions is how x <'y
should understood. As a given object, x, is characterized
by the a set of indicators rj(x), j=1,...,m, it can be com-
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pared to another object y, characterized by an identical set
of indicators rj(y), if

rix)<r(y)foralli=1,..,m (2)

It is obvious that eqn. 1 is a rather strict requirement
for having a comparison as all indicator values of object
x must be lower (or at least equal) to those of object y.
In more technical terms: Let X be the group of objects
studied, i.e., X = {01, 02, 03, ......,, On}, then object Oy will
be ranked higher than object Ox, i.e., Ox < Oy if at least
one of the indicator values for Oy is higher than the cor-
responding indicator value for Ox and no indicator for Oy
is lower than the corresponding indicator value for Ox.
On the other hand, if rj(Oy) > rJ.(Ox) for some indicator j
and r(Oy) < r(Ox) for some other indicator i, Oy and Ox
will be called incomparable (notation: Oy || Ox) due to the
mathematical contradiction expressed by the conflicting
indicator values. A set of comparable objects are called a
chain, whereas a set of mutually incomparable objects is
called an antichain (see below; 2.1.1). In cases where all
indicator values for two objects, Oy and Ox, are equal, i.e.,
rJ.(Oy) = rJ.(Ox) for all j, the two objects will be considered as
equivalent, i.e., labx ~ laby, which in ranking terms means
that they will have the same rank.

Egn. 1 is the basis for the so-called Hasse diagram
technique (HDT) [5, 15, 6]. HDT is a special (statistically
oriented part of partial order theory). Hasse diagrams are
visual, graphical representation of the partial order.

2.1.1 The Hasse diagram

In a Hasse diagram, comparable objects are con-
nected by a sequence of lines [6, 14, 18]. Consequently
incomparable object appear non-connected in the Hasse
diagram. For construction of a sensible Hasse diagram, it
is mandatory that all indicators have a uniform orienta-
tion, i.e., high indicator values correspond, e.g., to “good”
objects and low values to “bad” objects (or vice versa). As
an illustrative example, we may use the following data set
(Table 1; [20]).

The corresponding Hasse diagram is depicted in Fig. 1.

A Hasse diagram (cf. Fig 1) is characterized with it
structure that comprises levels, chains and antichains.

Levels are the horizontal arrangement of objects

Table 1 — Set of 7 objects characterized by 3 indicators

Object |Indicator 1 |Indicator 2 |Indicator 3
01 1 1 1

02 0.739 0.581 0.520

03 0.417 0.240 0.141

04 0.852 0.623 0.909

05 0.035 0.011 0.603

06 0.065 0.689 0.413

07 0 0 0

on) A
Better
04 (08)
©2) (03)
©3)
@ Worse

Figure 1 — Hasse diagram constructed based on the data
set given in Table 1

within a Hasse diagram. The level structure gives a first
approximation to a weak order of the objects from “bad”
(bottom) to “good” (top). Unfortunately, this will often
give rise to many tied ranks as all objects in a level auto-
matically will be assigned identical ranks [21]. Thus, in the
above case we will see (Fig. 1) 07<03<02=05<04 =
06 < 01.

Typically, the degree of tied ranks is wanted to be as
low as possible, i.e., there is a need for a linear ranking
of the single objects. This is to some extent obtained by
looking at chains only. However, it is not immediately ob-
tainable when incomparable objects are included (Further
discussion: see Sect. 2.4).

Chains are subsets of X, i.e., X' < X, where all objects
in X’ fulfill egn. 1. Chains are characterized by their height
that equals the number of objects in X’. Chains are spe-
cifically interesting as they constitute complete orders, or
ranking of the objects of X. Hence, for objects within a
given chain, all indicators are monotonously varying, i.e.,
simultaneously decreasing from top (start vertex) to bot-
tom (end vertex).

Antichains are subsets X’ < X, where no object fulfills
eqn. 1, i.e., all objects in X’ are mutually incomparable.
Thus, for any two objects within an antichain, there is at
least one conflict in indicator values. Levels per definition
constitute an antichain, whereas the reverse not neces-
sarily is true.

2.2 Indicator Importance

The relative importance of the single indicators in
play can be determined through a sensitivity analysis [13].
The basic idea is to construct partial ordered sets exclud-
ing the single indicators one at the time. Subsequently,
the distances from these posets to the original poset are
determined. The indicator, whose elimination from the
original poset leads to the maximal distance to the original
one, in other words causing the highest degree of changes
in the Hasse diagram is most important for the structure
of the original partial order. As the effect of elimination
single indicators is studied, this kind of sensitivity analysis
can be called ‘indicator-related sensitivity’.

BecTHuK KasHY. Cepua xummyeckasn. — 2015. — No2(78)
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Within the PyHasse software package, the module
sensitivity20_5 is available for disclosing indicator impor-
tance.

2.3 Peculiar objects

The Hasse diagram in Fig. 1 shows that eqgn. 1 is suf-
ficiently often fulfilled. Thus, it expresses qualitatively that
most often an increase in one of the indicators is implying
an increase in another indicator. Thus, for the [0,1] nor-
malized poset, the “mainstream” objects are found dis-
tributed in a more or less slim ellipsoid around the line
connecting the two extremes (0,0,.....,0) and (1,1,......,1)
[9]. On other words, the single objects can be represented
by a pattern, generally described by the set.

h(m) ={0,1}"-{(0,0,...,0), (1,1,...,1)} (2)

In the simple example, as illustrated in Fig. 1, m
= 3 it can accordingly be expected that the majority of
points representing the single objects are located around
a straight line starting in (0,0,0), corresponding to non-
remedied situation and ending in (1,1,1) that corresponds
to the fully remedied site (Fig. 2). Objects deviating from
the “mainstream” will be located closer to one of the other
6 corners of h(3) as for example to (1,0,0) or (0,1,0). Such
objects are defined as peculiar as they, verbally expressed
deviate from the “mainstream” [9].

Bruggemann and Carlsen [9] introduced a “near-
enough-factor”, f, calculated as the squared Euclidian
distance between two points. The maximum value in the
m-dimensional case is the distance between (0,0,....0) and
(1,1,..,1). Thus,in h(m) D__ =m. Consequently the distance
between two given points will be on a scale from 0 to m.
Introducing f objects where the distance, d, to one of the
corners in h(m) is lower that f times the maximum distance,
i.e, d<feD__, will be regarded as peculiar as these objects
appears to have what can be denoted as an unbalanced
indicator profile and thus away from the mainstream.

Turning to the simple 3-dimensional case, an f equal to
0.05 only objects with highly unbalanced indicator profiles
would be recognized, i.e., being found very close to one of
the 6 corners of interest, the term ‘very close’ referring to
the relative distance to the maximal distance. Thus, an f =
0.05 can be interpreted 5% of the maximal distance, i.e., 3.
In other words, when d < 0.15 for a given point to one of
the 6 peculiar corners, this object will be denoted peculiar
or extreme, i.e., displaying a significant unbalance in the
indicator profile, meaning that on a 95 % level, such objects
will not be found located around the (0,0,0)-(1,1,1) straight
line (cf. fig. 2). For a somewhat less strict requirement as,
e.g., 90 % level (f = 0.1) the limit would be d < 0.30.

Peculiar objects are disclosed using the module
incompposet4_1 of the PyHasse software package.

2.4 Average orders

Looking at the Hasse diagram, the level structure

ISSN 1563-0331

1,11
(0,1,1) ( )

(1,0,1)

(0,0,0) (1,0,0)

Figure 2 — The extreme points of the cube h(3)

constitutes a first approximation to ordering (cf. Section 2.1.1).
However, as all objects in a level automatically will be
assigned identical orders such an ordering will obviously
cause many tied orders. Obviously, it is desirable with a
degree of tiedness as low as possible. Hence, ultimately a
linear ordering of the single objects is desirable. However,
when incomparable objects are included in the study, this
is obviously not immediately obtainable. Looking at Fig. 1
as an illustrative example, the O5 may be located between
04 and 02, 02 and 03 or 03 and 07, respectively; each
possible location will obviously correspond to a different
absolute order.

Partial order methodology provides a weak order,
where tied orders are not excluded. This is obtained by
calculating the average order of the single objects as, e.g.,
described by Bruggemann and Annoni [4]. If the number
of objects included in the study is relatively low (typically
< 25) the average orders may be calculated by an exact
method based on lattice theory [31, 41, 23]. For larger
systems, approximations are available [7]. The calculations
[39, 29, 17, 41, 23, 31, 7] deducting a weak ordering will
assign an average order to the individual objects.

Within the PyHasse software package, the module
avrank5_2 calculate exact average orders based on the
lattice theory. The module LPOMext6_1 is available for
larger posets applying an approximate method.

2.5 Introducing weight regimes

In many cases a numerical aggregation of the single
indicators are made in order to obtain a single composite
indicator CI, which subsequently will allow an absolute or-
dering of the studied objects.

Cl=Xg*rn g:weights, i=1,.3 (3)

Such an introduction of weights is from various
perspectives problematic. From a scientific point, the
aggregation will cause a loss of potential important
information and, possibly even worse, such aggregation
may unequivocally lead to compensation effects where
high values in one indicator may compensate low values in
another [32]. Hence, assume a poset with three indicators

Chemical Bulletin of Kazakh National University 2015, Issue 2
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that for one object adopt the values 0.001, 1 and 1,
respectively and for another object the values 0.667,
0.667 and 0.667, respectively. A simple aggregation would
in both cases lead to the same Cl = 0.667, despite the two
objects obviously are quite different.

A further obvious problem is the assignment of
weights to the single indicators. This may often lead to
extended discussions and possible compromises with little
or even no scientific basis in order to get to consensus.
However, it appears that a significantly easier process
would be to reach consensus about weight intervals for
the indicators [16, 11]. It is still clear that introducing
weight intervals will not lead to an absolute (linear) order
but it will typically lead to an enriched Hasse diagram, i.e.,
to a reduction of incomparisons and therefore strengthen
a subsequent ordering based on averaged orders (cf. 2.4).

Within the PyHasse software a specialized module,
HDweightMC6_2, is available for studying various weight
regimes.

2.6 Dealing with incomparabilities

Incomparabilities are often seen as a major obstacle
in using partial ordering. Looking at the eqn. 1, it is obvious
that even very small differences in indicator values may
lead to incomparisons. In many cases such minor differ-
ences may be regarded as noise and should be neglected,
i.e., below a certain limit such values should be regarded
as identical. In other cases, it may be of significant inter-
est to elucidate which indicators lead to incomparisons.
Within the partial order methodology tools are available
for such studies.

2.6.1 Neglecting small differences in indicator values

Due to the very nature of the partial order methodol-
ogy (cf. egn. 1), even small differences in indicator values
may lead to incomparabilities, if all incomparabilities are
looked upon without regard to the possible importance of
the single incomparabilities. This is obviously not always
the truth and a somewhat more nuanced view is neces-
sary. Thus, a A-value can be introduced so only if the dif-
ferences in indicator values are larger than this value, the
incomparability between two objects, Objx and Objy, is
considered as relevant. Thus, only remarkable data differ-
ences are to be contextually interpreted as exerting a real
conflict. In mathematical terms this can be expressed as
eqgn. 4.

The module scanincomp4_4 in the PyHasse software
package is designed to study the effect of neglecting small

Objx > Objy Objx < Objy
1 ——— Objx,0Obj rl
2 f—f} \ r2
(] r3

Figure 3 — Example of a tripartite graph

differences in indicator values applying the values of the
scanning parameter A (min, max, steps from min to max)
as input [9]. The lower the A values the smaller differences
between the indicators values will be regarded as real.

The tool may be used directly on the original data
set or on the [0,1] normalized set. An option to normalize
is included in the module. If the normalized data set is
used, the A-value reflects the percentage variation in the
indicator values allowed before the values are regarded
as different.

2.6.2 The tripartite graphs

In order visually to display and thus better under-
stand the role of individual indicators for incomparisons,
the concept of tripartite graph was introduced by [19].
Here an intuitive approach is presented again assuming a
case with three indicators. Imagine that Objx has worse
values (i.e. higher values) in comparison to Objy in the first
and second indicator, but better value (i.e. lower value)
in the third indicators. This fact can be graphically repre-
sented as follows (Fig. 3).

Tripartite graphs may be obtained using the module
antichain20_4 from the PyHasse software package. For
studies where small differences are to be disregarded, the
module sepanalcoloured16_2 is offered with an optional
input of the A-values, i.e., the limit under which a given
indicator is assumed to be negligible. Thus working with
the [0,1] normalized poset the A-values can be seen as a
percentage of the maximum value, i.e., 1.0, under which
the given indicator for the given object is regarded as neg-
ligible.

2.7 Software

All partial order analyses were carried out using the
PyHasse software [12]. PyHasse is programmed using the
interpreter language Python (version 2.6) [25, 28, 40, 33].
The term ‘Hasse’ refers to the German mathematician
Helmut Hasse [27], who made the Hasse diagram popu-
lar. It should be noted that in the US and other nations,

|r (Objx)-r (Objy)| > A and |rj(Objx)-rJ.(Objy)| > A, and (4)

sgn(r,(Objx)-r(Objy)) # sgn(rj(Objx)—rj(Objy)) with sgn(...) #0 (5)

with sgn(x) = -1,0,+1 according to x < 0, =0, >0, respectively.

where r(Objx) is the value of Object x with respect to the i*" indicator.
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also the concept ‘line diagram’ is commonly used for the
visualization of a partial order Today, the software package
contains more than 100 specialized modules designed to
solve specific tasks in the context of partial ordering. This
‘pro’ version is available upon request from the developer,
Dr. R.Bruggemann (brg_home@web.de).

A simplified version of PyHasse operating on a web-
based browser is available. Currently only few tools are
included. However, this web-based tool is under continu-
ous development to include the most often used modules
of the PyHasse family (see www.pyhasse.org).

Statistical analyses in connection with the data gen-
eration were carried out applying the freely available soft-
ware R [34].

3. Exemplary studies

In the following sections, applications of the above de-
scribed tools will be presented applying an exemplary data
set of 12 obsolete pesticides [38] characterized by three
indicators, i.e., their persistence (Pers), bioaccumulation
(BioA) and toxicity (Tox), respectively, in general noted as
the PBT characteristics [37]. The ordering of the pesticides
simultaneously including of the three indicators is believed
to constitute an ordering according to the environmental
hazard [37, 10]. The [0,1] normalized poset is given in Table
2. It should be noted that the values for the single indica-
tors are ordered with an equal orientation. Thus, for all three
indicators, a high value means “bad” whereas a low value
means “good” (cf. 2.1.1).

In Fig. 4, the resulting Hasse diagram based on the data
in Table 2 is visualized. The diagram is by five levels that gives
a first indication of the mutual hazard ranking of the pesti-
cides. The Hasse diagram has in total 35 comparisons and 31
incomparisons.

From the diagram (Fig. 4), it is immediately clear that
from an environmental point of view, the compounds DDT,

\
Worse

Better

Figure 4 — Hasse diagram based on the pesticide data
given in Table 2

ALD and CHL are the most hazardous whereas LIN appar-
ently is the least problematic of this series. However, it must
be emphasized that all 12 pesticides are banned according
to the Stockholm Convention [38].

3.1 Indicator Importance

An obvious question to ask is: which of the indicators
are the more important? The sensitivity analysis (cf. sect.
2.2) is a tool specifically designed to answer this question.
The result of the sensitivity analysis is shown graphically in
Fig. 5.

By normalizing the data depicted in Table 2, the rela-
tive importances of the three indicators are calculated to be
0.742, 0.194 and 0.065, respectively, for the indicators Pers,
BioA and Tox, respectively. Some readers may find it surpris-
ing that the importance of the toxicity indicator is so low;
however, the results fit nicely with the EU chemical legisla-
tion REACH on PBT substances [24] stating that if the per-
sistence and bioaccumulation values are very high, i.e., we
are talking about the so-cally vPvB substances, the toxicity
does not play a role in the legislation, as an illustration of the
high importance of persistence (Pers) and bioaccumulation
(BioA).

In afuture section (sect. 3.4), we will return to a possible
use of the relative importances of the single indicators.

Table 2 — Normalized (column-wise) data matrix (rounded to three decimals) of 12 pesticides (PBT-substances)
included in the [37] study where also details on the data generation can be found

Pesticide Trivial name Pers BioA Tox
DDT p,p-DDT 0.084 1.000 1.000
DDE p,p-DDE 0.009 0.856 0.160
DDD p,p-DDD 0.000 0.679 0.171
MEC Methoxychlor 0.027 0.339 0.101
ALD Aldrin 0.263 0.852 0.627
DIE Dieldrin 0.293 0.383 0.041
HCL heptachlor 0.428 0.480 0.104
CHL chlordane 1.000 0.751 0.212
LIN lindane (y-HCH) 0.027 0.000 0.000
HCB hexachlorbenzene 0.057 0.574 0.187
PCN pentachlor nitrobenzene 0.054 0.180 0.028
PCP pentachlor phenol 0.012 0.354 0.010
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23.04 3.2 Peculiar objects (cf.
sect. 2.3)

When looking at the
graphical representation of the
poset given in Table 2 (Fig. 4) it is
clear that an overall trend is that
the 12 pesticides are mutually
arranged on a scale from
‘better’ to ‘worse’. As already
also discussed, the partial
order as displayed in the Hasse
diagram (Fig. 4) is characterized
by levels, chains and antichain,
ie. comparabilities and
incomparabilities. So it s
expected that in general the
variation in the indicator values

1841

138+

9.2 1

461

- goes from (0,0,0) to (1,1,1).
e 'D - . .
2= E If each of the three indicator

values monotonously varied
from 0 to 1, the resulting order
would be a total ordering of the
compounds, i.e., all compounds
would be located on the line from (0,0,0) to (1,1,1). This is
obviously not the case as the ordering results in the partial
ordering as visualized by the Hasse diagram, the various
incomparabilities being results of conflicting indicator
values (cf. sect. 2.1). Thus, it is expected that the majority
of the compounds would be located in an ellipsoid around
the (0,0,0) — (1,1,1) line (Fig. 2). However, for certain
compounds, the so-called peculiar compounds, one or two
of the three indicators may display values that are either
peculiarly high or low compared to the ‘mainstream’ (cf.
sect. 2.3).

In Table 3, the results of an analysis of the dataset
(Table 2) revealed that 4 compounds appear as peculiar
applying a 95% level, i.e., we are 95% certain that these
compounds in one way or another are peculiar (cf. Section
2.3).

The reasons for the peculiarities of these four
compounds are thus easily disclosed. In the cases of
DDE and DDD, the Pers and the Tox values are very low

Figure 5 — Relative
indicator importance

Table 3 — Peculiar objects on the 95% level (f = 0.05)

object: DDT data :0.084, 1.0, 1.0,
pattern: [0, 1, 1] with minimal distance 0.007

object: DDE data :0.009, 0.856, 0.16,
pattern: [0, 1, 0] with minimal distance 0.046

object: DDD data :0.0,0.679,0.171,
pattern: [0, 1, 0] with minimal distance 0.132

object: CHL data :1.0,0.751, 0.212,
pattern: [1, 1, 0] with minimal distance 0.107

Table 4 — Average orders based on the exact method (cf. 2.4)

Pesticide Average order
DDT 10.602
DDE 5.301
DDD 4.672
MEC 4.304
ALD 10.32
DIE 6.757
HCL 9.087
CHL 11.216
LIN 1.587
HCB 7.285
PCN 3.832
PCP 3.039

whereas the BioA value is rather high. For DDT and CHL,
it is seen that the values for Pers and Tox, respectively,
are rather low whereas the other two indicator values
are rather high. As a consequence, these four compounds
are located far away from the (0,0,0) - (1,1,1) line, i.e.,
close to one of the other six corners of the h(3) cube (cf.
sect. 2.3) as thus appear as peculiar. Hence, this analysis
is a further qualification of the general analysis of the
partial order by disclosing compounds (objects) with odd
indicator tuples that possibly may call for further attention
or investigations.

3.3 Average orders

As it is clear from the above, the partial ordering, as
the name indicates, does not lead to an absolute ordering
of the objects studied. Due to the actual nature of the
partial ordering, not least the incomparabilities of the
single objects may take a variety of ranks still maintaining
the order preserving nature of the poset. However, this
is often a requirement or demand from decision makers.
To accommodate such wishes, partial order methodology
offers the possibility to calculate the average orders of the
objects (cf. sect. 2.4).

For relatively small systems, typically including up
to 20-25 objects an exact method is available [31, 41,
23,]. For the present exemplary study, the results of such
calculations are shown in Table 4.

For larger systems, approximate methods are
available as the so-called LPOMext. In the LPOMext
method, a further feature is available as the actual span
of possible orders for the single objects are given, i.e., the
range from the lowest to the highest possible rank. This
may be regarded as some kind of uncertainty of the average
orders estimated. In Table 5, the results for the dataset
in Table 2 based on the approximate method is given. It
is noted that for some of the pesticides, relatively wide
ranges of possible ranks are found. To get further insight in
the probability of the possible ranks for the single objects
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Table 5 — Average orders based on the approximate
method LPOMext (cf. 2.4)

Pesticide Average order Uncertainty
DDT 10.967 8...12
DDE 5.333 1...11
DDD 4.25 1...9
MEC 4.052 2.7
ALD 10.425 7..12
DIE 6.821 4..10
HCL 9.274 6..11
CHL 11.4 9..12
LIN 1.504 1.4
HCB 7.108 5..9
PCN 3.583 2.6
PCP 2.676 1...6

studied a method based on random linear extensions have
been reported by [30] leading to probability distributions
for the single objects. This is not further studied in the
present review; thus, the reader is recommended to the
original studies [30] and references therein).

3.4 Introducing weight regimes

The introduction of weight appears in the best case
controversial. Agreeing on the relative weight of the single
indicators is often a troublesome process and the resulting
aggregated indicator hides potentially important informa-
tion and is, as described above, subject to compensation
effects (cf. 2.5). As an alternative that typically will be easi-
er to agree upon is to introduce weight intervals.

In section 3.1 the relative importance of the
indicators were retrieved, and it appears that these values
constitute an appropriate starting point for developing
weight intervals. Thus, as an illustrative example ranges
of £ 25% around the relative importances of the single
indicators are used (cf. Table 6). In the present case, 1000
Monte Carlo simulations were used and for each of the
simulations the set of indicator values were collected
and eventually used to construct a Hasse diagram that
is now significantly enriched, i.e. displaying a lower

A
Worse

Better

Figure 6 — Hasse diagram based on the weight intervals

number of incomparabilities that the original (Fig. 6).
Thus, the diagram displayed in Fig. 6 only contains four
incomparabilities in contrast to the original diagram (Fig.
4) displaying 35 incomparabilities.

It is noted (Table 6) that the calculated minimum,
mean and maximum values of the weights as a result of
the Monte Carlo simulations are rather close to the input
values. This is not surprising as this corresponds to the
original intervals. It is in this connection important to
stress that other weight intervals will lead to different
results just as possible aggregated indicators will depend
on the actual weights used.

The resulting data, as visualized in the Hasse diagram
(Fig. 6), leads to calculation of the average orders based
on the enriched poset (Table 7) that should be compared to
the average orders obtained from the original poset (Table 5).

Overall the two orderings are found to be rather
close as it can be seen from Fig. 7, the correlation coef-
ficient being 0.947.

Despite the good correlation (Fig. 7) some variations
are that in the average orders. Thus, following the use of
weight intervals is it noted that DDT is now ordered below
ALD and HCL, and HCB is now found below DIE and DDE.
Apart from the new relative locations of DDT and HCB,

Table 6 — Input to - and output (Results) from weight interval calculations

Indicator
Input Lower limit Importance Upper limit

Pers 0.557 0.742 0.928

BioA 0.146 0.194 0.243

Tox 0.049 0.065 0.081
Output

Min. value Mean Max value

Pers 0.647 0.739 0.815

BioA 0.133 0.195 0.279

Tox 0.042 0.066 0.098

ISSN 1563-0331

Chemical Bulletin of Kazakh National University 2015, Issue 2



30 Data analyses by partial order methodology

Table 7 — Average orders based on the LPOMext method
(cf. 2.4) applying weight intervals (cf. Table 6)

Pesticide Average order Uncertainty
DDT: 8.5 8...9
DDE: 6.5 6...7
DDD: 5.0 5..5
MEC: 4.0 4.4
ALD: 10.5 10...11
DIE: 8.5 8..9
HCL: 10.5 10...11
CHL: 12.0 12...12
LIN: 1.0 1.1
HCB: 6.5 6...7
PCN: 2.5 2..3
PCP: 2.5 2..3

the remaining mutual orders are reproduced. However,
the average orders generated this way are, due to the en-
richment of the Hasse diagram significantly more reliable
provided the weight intervals have been selected carefully
and appropriately and as such this procedure is qualifying
the determination of the average orders, which is imme-
diately seen when comparing the ‘uncertainty’ columns in
the Tables 5 and 7.

3.5 Dealing with incomparabilities

By nature, partial ordering includes incomparabili-
ties, a fact that is often seen as a significant disadvantage
of the methodology and thus apparently appears prohibi-
tive for a broader application of partial order technology.
However, the incomparabilities may be looked upon as a
valuable source of information [1, 9, 10, 11, 21].

3.5.1 Neglecting small differences in indicator values

One potential obvious problem in relation to partial
ordering is that even minute differences in indicator val-
ues may lead to incomparabilities (cf. sect. 2.6.1). Unam-
biguously, small variations/differences in indicator values
may be regarded as negligible and without scientific sig-
nificance.

In Table 8, it is shown that if we assume a A-value
= 0.3, i.e., only if the differences in indicator values are
larger than 0.3, the incomparability between two pesti-

Rkav Weight interval

T T T T T T T
0 2 4 6 8 10 12

Rkav Original

Figure 7 — Correlation between the average orders
obtained based on the original dataset (Table 2) and fol-
lowing application of weight intervals (Table 6)

cides is considered as relevant, only five pesticides couple
apparently are still in play. The remaining pesticides are in
this example consequently regarded as being equivalent.

3.5.2 The tripartite graphs

To visualize the reasons for incomparabilities, tripar-
tite graphs (cf. sect. 2.6.2) appear as an advantageous tool.
As an illustrative example, the tripartite graph displays the
conflicts between the pesticides DDD, DDE, HCL and HCB,
i.e., the pesticides in level 4 (Fig. 4). It should be noted
that these four pesticides constitute an antichain, and as
such per definition are incomparable. Hence, the tripartite
graph gives further insight into the actual nature of these
incomparabilities. Here it is seen that, e.g., HCB and DDE
are incomparable as the values for Pers and Tox are higher
for HCB than for DDE, whereas the value for BioA is higher
for DDE than for HCB.

Again all differences in the indicator values counts,
i.e., we a priori use a A = 0.0. However, it is possible to
filter out incomparabilities due to minute differences in
indicator values. In Fig. 9, the resulting tripartite graphs for
A =0.0,0.05and 0.1 are displayed. It should here be noted
that rather small A values are applied as a consequence of
using a [0,1] normalized poset (Table 2).

4. Conclusions and Outlook

The present paper provides a short review on how

Table 8 — The 5 pesticide couples and corresponding indicator pair still in play assuminga A =0.3

Pesticide couple Indicator pair Difference Indicator 1 Difference indicator 2
DDT : HCL Pers : BioA -0.344 0.52

DDT : HCL Pers : Tox -0.344 0.896

DDT : CHL Pers : Tox -0.916 0.788

DDE : HCL Pers : BioA -0.419 0.376

ALD : CHL Per : Tox -0.736 0.415
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X<y
B Pers
BioA

Tox

Figure 8 — Tripartite graph displaying the indicator con-
flicts for DDD, DDE, HCL, HCB (cf. Fig. 4)

data analyses advantageously can be carried out applying
partial order methodology. Hence, the basic equation for
partial ordering is presented and discussed based on a
simple example. Further a series of central partial order
tools is presented and the background being explained.
The possible applications of these tools are elucidated
through exemplary studies using a dataset comprising
12 obsolete organochlorine pesticides characterized by
three indicators, i.e., their environmental persistence,
bioaccumulation and toxicity, respectively.

The tools presented in the paper comprise methods to
a) estimate the relative importance of the single indicators
applied, b) disclose the presence of so-called ‘peculiar’
objects, i.e., objects that possess odd, or peculiar, indicator
tuples by displaying one or more unexpectedly high or
low indicator values, c) calculate the average order of the
single element as partial ordering a priori does not lead to
an absolute ordering that often is wanted, d) apply various
weighting regimes in order to qualify the ordering, including
a discussion of introduction of weight intervals instead of
attempting an assignment of exact weight to the indicators
eventually leading to an absolute order, and e) disclose and
visualize the actual nature of the incomparabilities that are
in inherent part of partial ordering as, e.g., done through
the application of so-called tripartite graphs.

Apart from presenting the various tools, the review
furtheris anillustration of the use of the PyHasse software.

A
x> ¥ < ¥
Pers DE,DD Pers
BioA (DDE,DD BioA
Tox DT,DDD) Tox
B
x>y X<y
Pers DE,DDD) Pers
BioA < EDDE,DD% BioA
Tox DT.0DD) Tox
C
x>y ey
Pers f{-BDE,DDD:I
BicA (DDE,DD Bwﬁt
t20T,DDD)

Figure 9 — Tripartite graphs displaying the relationships
between DDT, DDD and DDE, respectively as function of
A:A:A=0,B:A=0.05and C: A=0.1.

Today the software package contains 100+ more or less
specialized modules to cope with the various challenges in
data analyses and thus decision support.

The development of specialized tools for data
analysis is an ongoing process both in relation to the
development of tools focusing at specific problems as well
as tools of more general nature. The actual development
of the PyHasse software is made by Dr. Rainer Bruggeman,
Berlin, Germany.
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